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Abstract

We find new necessary and sufficient conditions for the bicycling monodromy
of a closed plane curve to be hyperbolic. Our main tool is the “hyperbolic devel-
opment” interpretation of the bicycling monodromy of plane curves. Based on
computer experiments, we pose two conjectures concerning the bicycling mon-
odromy of strictly convex closed plane curves.
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1 Introduction

The bicycling equation and monodromy. A simple bicycling model consists of
the planar motion of a directed line segment, whose endpoints trace two curves, the
rear and front tracks, such that the segment is tangent at each moment to the rear
track (the ‘no-skid’ condition). See Fig. 1 (left).

Γ

γ

b(Γ)

Fig. 1. The front (Γ) and back (γ) bicycle tracks and the circle map b(Γ) generated by
Γ.

Given an oriented smoothly immersed front track Γ (not necessarily closed), the
associated bicycling transport (with bike length 1 throughout this article, except the
last section) is a circle map associating to an initial orientation of the bike at the
initial point of Γ its terminal orientation after riding along Γ; we identify the circles
of the initial and the terminal positions of the bicycle by parallel translation. If one
parametrizes the front track by Γ : [t0, t1] → R2, and the back track by γ(t) =
Γ(t) + (cos θ(t), sin θ(t)), so that |Γ(t) − γ(t)| = 1 for all t ∈ [a, b], then the no-skid
condition, γ′∥(γ − Γ), is given by the bicycling equation:

θ′(t) = X ′(t) sin θ(t)− Y ′(t) cos θ(t), where Γ(t) = (X(t), Y (t)). (1)

The associated bicycling transport

b(Γ) : S1 → S1

is the circle map eiθ(t0) 7→ eiθ(t1), where θ(t) is a solution of (1). See Fig. 1 (right).
In fact, as R. Foote found in his 1989 pioneering article on the subject [F], the

bicycle equation (1) arises from a certain linear connection, associating to Γ(t) the
linear system

y′ = A(t)y, where A(t) = −1

2

(
X ′ Y ′

Y ′ −X ′

)
and y(t) ∈ R2. (2)

θ

p

RP1

eiθ
The corresponding parallel transport along Γ is the linear map

R2 → R2, mapping y(t0) 7→ y(t1), where y(t) is a solution to equa-
tion (2). This linear map induces a circle map S1 → S1, as follows.

Identify the unit circle S1 with the projective line RP1 via the
stereographic projection, eiθ 7→ p = tan(θ/2). Then the parallel
transport of (2) induces a projective map RP1 → RP1, i.e., a Möbius
transformation, p 7→ (ap+ b)/(cp+ d), an element of PSL2(R).

Theorem 1 (R. Foote [F]). The bicycle transport b(Γ) of equation
(1) is a Möbius transformation. In fact, it is the projectivized parallel
transport of equation (2).
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See Section 3.1 below for a proof.

For a closed front track, b(Γ) is the bicycle monodromy (or holonomy) of Γ, well-
defined up to conjugation, depending on the initial point. A non-trivial Möbius trans-
formation is either hyperbolic, elliptic or parabolic, and is hyperbolic if and only if
its action on S1 has exactly two fixed points, one attracting and one repelling. Ac-
cordingly, hyperbolic monodromy means that starting at any point along Γ there are
exactly two initial orientations of the bicycle frame at this point that result in a closed
rear track upon riding once around Γ. Furthermore, for every other initial orienta-
tion, riding the bike along Γ many times, the rear track converges in forward time to
the “attracting” closed back track, and to the “repelling” one in backward time. See
Fig. 2c.

(a) (b) (c)

Fig. 2. Bicycle monodromies: (a) elliptic; (b) and (c) hyperbolic.

The Menzin Conjecture, dating from 1906 [M], states that b(Γ) is hyperbolic if Γ is
a closed simple front track Γ enclosing an area A(Γ) > π. Menzin studied planimeters,
the mechanical devices to measure areas of plane domains. The mathematical model
of one of them, the hatchet planimeter, coincides with our bicycle model. Here is a
quotation from [M]:

A curious property of the instrument was noticed while using it on very
large areas. If the average line across the area is long in comparison with
the length of arm, and the tracing point is dragged continuously around the
contour, the tractrix will approach, asymptotically, a limiting closed curve.
From purely empirical observations, it seems that this effect can be obtained
so long as the length of arm does not exceed the radius of a circle of area
equal to the area of the base curve.

This was proved in 2009 under the assumption that Γ is convex [LT]. The non-convex
case is still open, as far as we know. In Section 2 below we show via some simple
examples that the condition A(Γ) > π is not necessary for hyperbolicity of b(Γ).

Statement of results. We prove two related results for closed Γ. The first is another
sufficient condition on Γ implying hyperbolicity of b(Γ), which applies to a non-convex
or even non-simple Γ. The second is a necessary condition for hyperbolicity of b(Γ)
for convex Γ.
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Theorem 2. If an immersed closed smooth plane curve has curvature |κ| ≤ 1 point-
wise, but |κ| is not identically 1, then its bicycle monodromy is hyperbolic.

Theorem 3. A closed convex smooth plane curve with hyperbolic bicycling monodromy
has length L > 2π.

Remark 1.1. The total curvature of a closed simple curve equals 2π, hence its average
curvature equals 2π/L. Theorem 3 can be restated as a partial converse to Theorem 2:
A closed convex smooth plane curve with hyperbolic bicycling monodromy has average
curvature less than 1.

In Section 2 below we show via examples that the sufficient condition |κ| ≤ 1 of
Theorem 2 is not necessary for hyperbolicity of the monodromy, and that the necessary
condition L > 2π of Theorem 3 is not sufficient.

Sketch of the proofs of Theorems 2 and 3. Our main tool in both theorems
is the “hyperbolic development” interpretation of the no-skid condition (1), enabling
the translation of these theorems to statements about curves in the hyperbolic plane
with periodic curvature function. Here is the main idea.

Given a smoothly parametrized unit speed front track Γ : R → R2, one considers
the flow b(t) ∈ PSL2(R) of the associated bicycling equation, i.e., b(t) is the Möbius
transformation of S1, mapping eiθ(0) 7→ eiθ(t), where θ(t) is a solution of equation (1).

The flow b(t) of the bicycle equation (1) appears as a curve in the group PSL2(R)
that starts at the unit element. One has a 2-fold covering SL2(R) → PSL2(R), and
such a curve has a unique lifting as a curve in SL2(R) also starting at the unit element.
By Theorem 1, the lifted curve is the flow of equation (2), allowing us to treat the
bicycle monodromy as an element of SL2(R), rather than PSL2(R), and we do so in
many calculations below.

Next, a hyperbolic development of Γ is a unit speed parametrized curve in the
hyperbolic plane, Γ̃ : R → H2,with the same geodesic curvature as that of Γ at
corresponding points, κΓ̃(t) = κΓ(t) for all t ∈ R. Note that Γ̃ is unique up to an
orientation preserving isometry of H2. Let h(t) ∈ PSL2(R) be the unique orientation

preserving isometry of H2 mapping (Γ̃(0), Γ̃′(0)) 7→ (Γ̃(t), Γ̃′(t)).

Theorem 4. For any immersed front track Γ : R → R2, b(t) and h(t)−1 coincide, up
to a conjugation by a fixed element in PSL2(R).

This was proved in [BLPT, §2.10]. See Section 3 below for another proof, as well
as a natural extension of this theorem to piecewise smooth front tracks Γ (we will use
it for polygons, during the proof of Theorem 3).

It follows that if Γ is a closed front track of length L with bicycle monodromy
b(Γ) ∈ PSL2(R), then Γ̃ is not closed in general, but since it has L-periodic curvature

(same as that of Γ), it satisfies Γ̃(t+L) = h · Γ̃(t) for all t ∈ R and some “period map”
h ∈ PSL2(R), conjugate to b(Γ)−1. In particular, h is hyperbolic if and only if b(Γ) is.

Next, we need to translate properties of Γ to its hyperbolic development Γ̃. An
essential ingredient in the proof of Theorem 2 is the fact that the condition |κ| ≤
1 on a curve immersed in H2 implies that it is embedded. This is apparently due
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to W. Thurston, but is not in the literature, so we supply a proof (whose essence

was kindly communicated to us by Martin Bridgeman). Once we know that Γ̃ is an
embedded h-invariant curve, it is fairly easy to exclude a parabolic or elliptic h, so
that h, and hence b(Γ), must be hyperbolic.

The proof of Theorem 3 is considerably more involved and occupies the bulk of the
article. We start similarly by looking at the hyperbolic development Γ̃ of a given closed
front track Γ, convex with hyperbolic monodromy. Again, it follows from Theorem 4
that Γ̃ has periodic curvature, with hyperbolic period map h. We then show, as in the
case of Theorem 2, that Γ̃ is embedded, but this turns out to be more difficult.

The key ingredient is a result in comparison geometry, called the “Arm Lemma”
(or perhaps the “Bow Lemma”, by some authors), stating a rather intuitive but not-
so-easy to prove fact: given a convex arc in the euclidean plane, with a chord joining
its end points (a line segment, the “string” of a “bow”), the chord length increases in
a hyperbolic development of the arc.

This lemma excludes immediately self intersection of points of Γ̃ which are less
than L apart along Γ̃. Then using invariance under a hyperbolic period map h, one
can exclude arbitrary self intersections of Γ̃. The problem with this argument is that
the version of the Arm Lemma in the literature, while very general regarding ambient
spaces, is available only for polygons and it is not clear how to use it to pass to the
“continuous limit”.

Here we circumvent this difficulty via a rather lengthy “bicycling” proof, again
using Theorem 4. This theorem expresses hyperbolic development of Euclidean curves
in terms of the parallel transport of a certain connection along them ; in general,
parallel transport along smooth curves is given as the limit of parallel transport along
their polygonal approximation. See, for example, App. 1A of [A], for this approach
applied to the parallel transport of the Levi-Civita connection of a Riemannian surface.

The next step is to use hyperbolicity of h to prove “partial convexity” of Γ̃, just
enough to be able to apply the next step (we are certain full convexity holds, but tried

to avoid lengthening the proof any further). With this information on Γ̃, we apply a
clever argument of M. Bridgeman from [B], using the Gauss-Bonnet and isoperimetric
inequalities in H2, to conclude that L > 2π.

Another approach to Theorem 3. There is an alternative approach to the proof of
Theorem 3, very different from the one in Section 5 and inspired by contact geometry.
The configuration space of directed unit segments in the plane is a 3-dimensional
manifold, and the no skid constraint defines a contact structure on it. Bicycle motion
defines a horizontal (Legendrian) curve in this contact manifold. The front and back
tracks are two projections of this curve in the plane.

If the bicycling monodromy is hyperbolic or parabolic then there exists a closed
back track γ (two of them, in the hyperbolic case). Generically, this back track is a
cooriented wave front, a curve with a well defined oriented tangent line (given by the
bicycle segment) at every point and, possibly, isolated semi-cubic singularities, that
happen when the respective Legendrian curve is tangent to the fibers of the projection
on the rear end of the bicycle segment. In particular, if γ is oriented, one defines its
integer-valued rotation number ρ(γ).
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The back track γ uniquely defines the front track Γ. We prove that L ≥ 2π|ρ(γ)|
(Proposition 6.2); if ρ(γ) ̸= 0, this implies the inequality of Theorem 3. Based on
numerous computer experiments, we conjecture that if Γ is smooth and strictly convex,
and the bicycling monodromy is hyperbolic or parabolic, then ρ(γ) = ±1. We were
unable to prove this conjecture so far.

We also present an example of back tracks γ with ρ(γ) = 0 such that the respective
front tracks Γ have arbitrary small lengths. In this example, the rotation number of Γ
is zero. One could construct similar examples with arbitrary rotation numbers of the
front tracks.

We also consider variable length ℓ of the bicycle segment. Given a closed front
track Γ, the type of the bicycling monodromy depends on ℓ. In particular, if ℓ ≪ 1,
the monodromy is hyperbolic. If Γ is a closed strictly convex curve, we conjecture that
there exists a number ℓ0 such that the monodromy is hyperbolic for ℓ < ℓ0 and elliptic
for ℓ > ℓ0. This conjecture implies the above stated conjecture about the rotation
number being ±1.

Contents of this article. We start in Section 2 with some simple examples of bi-
cycle monodromy of plane curves (rectangles and ellipses), showing that the sufficient
condition for hyperbolicity of Theorem 2 is not necessary, and that the necessary con-
dition of Theorem 3 is not sufficient. Section 3 establishes the correspondence between
bicycle transport and hyperbolic development, our main tool. Theorem 2 is proved
in Section 4 and Theorem 3 is proved in Section 5. In Section 6 we describe another
approach to prove Theorem 3, depending on a conjecture on the rotation number of
the closed back tracks associated to front tracks with hyperbolic monodromy. We
formulate two related conjectures, interesting in their own right, which we hope to
return to in future work.

Acknowledgments. We acknowledge correspondence with Martin Bridgeman, who
kindly supplied the proof of Lemma 4.1, as well as useful discussions with Maxim
Arnold, Héctor Chang, Jesús Núñez, Anton Petrunin and Agust́ı Reventós. GM and
LH acknowledge support of CONAHCYT grant A1-S-45886. GB acknowledges hospi-
tality of the Toulouse Mathematics Institute during visits in 2023-4. LH is thankful
for the hospitality of the Mathematics Department of the University of Santiago de
Compostela, while parts of this article were done. ST was supported by NSF grant
DMS-2404535 and by Simons Grant TSM-00007747.

2 Two examples

We look at the bicycle monodromy of two simple classes of curves: rectangles and el-
lipses. Rectangles can be studied precisely, ellipses numerically. Using these examples,
we verify that, for bicycle length ℓ = 1: (1) The sufficient conditions A > π (in the
Menzin conjecture) and κ ≥ 1 (in Theorem 2) are not necessary for the hyperbolicity
of the bicycle monodromy; (2) the necessary condition L > 2π of Theorem 3 is not
sufficient for hyperbolicity of the bicycle monodromy.
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2.1 Rectangles

Let Ra,b be the rectangular path

(0, 0) 7→ (a, 0) 7→ (a, b) 7→ (0, b) 7→ (0, 0),

where a, b > 0, and b(Ra,b) ∈ SL2(R) be its bicycle monodromy, based at the origin.

Proposition 2.1.

tr (b(Ra,b)) = 2− sinh2(a/2) sinh2(b/2).

Thus, for all a, b > 0, b(Ra,b) is hyperbolic, parabolic or elliptic if and only if
sinh(a/2) sinh(b/2) > 2, = 2 or < 2 (respectively).

0 2 4 6 8

0

2

4

6

8

Parabolic monodromy

Area = π

Constant perimeter

P
arabolic

Hyperbolic

Eliptic

a

b

Fig. 3. bicycling monodromy types of rectangles of size a× b

Proof. Let Ha, Vb be the bicycle transport along horizontal and vertical segments, east
and north, distances a, b > 0 (respectively). In general, as noted in Theorem 1 (see
also Section 3.1 below), the bicycle transport b(t) along a curve Γ(t) = (X(t), Y (t))
from 0 to t satisfies

b′ = −1

2

(
X ′ Y ′

Y ′ −X ′

)
b, b(0) = Id.

Thus

Ha = exp

(
−a

2

(
1 0
0 −1

))
=

(
e−a/2 0
0 ea/2

)
,

Vb = exp

(
− b

2

(
0 1
1 0

))
=

(
cosh(b/2) − sinh(b/2)

− sinh(b/2) cosh(b/2)

)
,
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so

b(Ra,b) = V−bH−aVbHa =
1

2

(
1 + e−a + (1− e−a) cosh b (1− ea) sinh b

(1− e−a) sinh b 1 + ea + (1− ea) cosh b

)
.

Hence

tr(b(Ra,b)) = 1 + cosh a+ cosh b− cosh a cosh b = 2− (cosh a− 1)(cosh b− 1) =

= 2− sinh2(a/2) sinh2(b/2).

An element g ∈ SL2(R) is elliptic, parabolic or hyperbolic if and only if |tr(g)| is
<,= or > 2 (respectively). From the last displayed formula, tr(b(Ra,b)) < 2 for all
a, b > 0, tr(b(Ra,b)) = −2 along the curve sinh(a/2) sinh(b/2) = 2, tr(b(Ra,b)) > −2
below it and tr(b(Ra,b)) < −2 above it.

We observe the following about rectangles Ra,b with parabolic monodromy:

• As a → ∞, area(Ra,b) → 0;

• area(Ra,b) ≤ area(Rcosh−1(3),cosh−1(3)) = (log(3 + 2
√
2))2 ≈ 3.1;

• perimeter(Ra,b) ≥ perimeter(Rcosh−1(3),cosh−1(3)) = 4(log(3 + 2
√
2)) ≈ 7.

(These follow directly from sinh(a/2) sinh(b/2) = 2.) Thus,

Corollary 2.2.

(1) There exist rectangles with hyperbolic monodromy whose area is arbitrarily small.
This shows that the sufficient condition A(Γ) > π in Menzin conjecture for b(Γ)
to be hyperbolic is not necessary. Furthermore, no lower bound on the area
enclosed by a front track Γ can be a necessary condition for hyperbolicity of b(Γ).

(2) There exist rectangles with elliptic monodromy whose perimeter is arbitrarily big.
Thus the necessary condition L > 2π in Theorem 3 is not sufficient for hyperbolic
monodromy, nor any lower bound on the perimeter is sufficient.

(3) The sufficient condition |κ| ≤ 1 of Theorem 2 for hyperbolic monodromy of non
circular front tracks is not necessary, since there are rectangles (with unbounded
curvature at the corners) with elliptic monodromy.

(4) Menzin’s conjecture for rectangles: Any rectangle with area > (log(3+ 2
√
2))2 ≈

3.1, has hyperbolic monodromy.

(5) A necessary condition for hyperbolic rectangles: A rectangle with hyperbolic mon-
odromy has perimeter > 4(log(3 + 2

√
2)) ≈ 7.

2.2 Ellipses

One obtains similar results (albeit, numerically) for the bicycling monodromy of el-
lipses with semi-axes a, b. In Fig. 4 we observe the same trichotomy as before.

(1) There exist ellipses with hyperbolic monodromy whose area is arbitrarily small.
Thus the sufficient condition A > π for hyperbolicity of the bicycle monodromy
in Menzin conjecture is not a necessary condition.
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Fig. 4. Monodromy types for ellipses with semi-axes a, b.

(2) There exist ellipses with arbitrarily large perimeter whose monodromy is elliptic.
Thus the necessary condition L > 2π of Theorem 3 is not sufficient for hyperbol-
icity of the monodromy.

(3) There exist ellipses with hyperbolic monodromy with arbitrarily large curvature
(if a ≥ b then the maximum curvature, at (a, 0), is a/b2). Thus the sufficient
condition |κ| ≤ 1 for hyperbolicity of the bicycle monodromy in Theorem 2 is not
a necessary condition.

(4) Menzin’s conjecture for ellipses: any ellipse with parabolic monodromy has area
≤ π, with equality at the unit circle; thus any ellipse with area > π has hyperbolic
monodromy.

(5) Every parabolic ellipse has perimeter ≥ 2π (with equality at the unit circle); thus
any ellipse with hyperbolic monodromy has perimeter > 2π.

We note that, unlike the case of rectangles, these items 4 and 5 are particular cases
of the general theorems concerning convex curves.

3 Preliminaries

Here we give a proof of Theorem 1, as well as a more detailed formulation of Theorem
4, our main tool in proving Theorems 2 and 3, extended also to piecewise smooth front
tracks Γ. More information can be found in [BLPT, §2.10] and [F, §4-5].

3.1 A linear version of the bicycle equation (1)

Consider a linear system of ODEs,

y′ = A(t)y, (3)
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where
y(t) ∈ R2, A(t) ∈ Mat2×2(R).

The flow of this system is the 1-parameter family of linear isomorphisms g(t) ∈ GL2(R),
mapping y(0) 7→ y(t), where y(t) is a solution of (3). It satisfies

g′ = A(t)g, g(0) = Id. (4)

Since g(t) is linear, it acts on the projective line (the space of lines through the origin
in R2),

RP1 :=
(
R2 \ {0}

)
/R∗ ∼= S1,

mapping [y] 7→ [g(t)y]. The resulting ODE on RP1 is called the projectivization of the
linear system (3).

Explicitly, identify R2 = C, and define

π : C∗ → S1, y = y1 + iy2 7→ eiθ =
y2

|y|2
=

y21 − y22
y21 + y22

+ i
2y1y2
y21 + y22

. (5)

Proposition 3.1. Let y(t) ∈ R2 be a non-vanishing solution of (3), and let eiθ(t) =
π(y(t)), as in equation (5). Then θ(t) satisfies

θ′ = p(t) sin θ + q(t) cos θ + r(t), (6)

where
p = d− a, q = b+ c, r = c− b

and a, b, c, d are the entries of A,

A(t) =

(
a(t) b(t)
c(t) d(t)

)
.

Conversely, every solution θ(t) of (6) lifts to a non-vanishing solution y(t) of (3),
unique up to multiplication by a non-zero constant.

The proof is via a simple verification (omitted).

Theorem 1 follows from this proposition: the bicycle equation (1), associated with
a front track Γ : [t0, t1] → R2, is the projectivization of the linear system

y′ = A(t)y, where A = −1

2

(
X ′ Y ′

Y ′ −X ′

)
and Γ′ = (X ′, Y ′). (7)

3.2 Hyperbolic development

Definition 3.2. Let Γ : [t0, t1] → R2 be a unit speed smooth immersion (C2 is enough)
and H2 the hyperbolic plane, of constant curvature −1. A hyperbolic development of
Γ is a unit speed smooth immersion Γ̃ : [t0, t1] → H2 with the same geodesic curvature
as that of Γ:

|Γ′(t)| = |Γ̃′(t)|H2 = 1, κΓ̃(t) = κΓ(t) for all t ∈ [t0, t1].
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Note that the sign of the geodesic curvature of an oriented curve on a surface
depends on an orientation of the surface. Thus for this definition to make sense both
R2 and H2 are assumed oriented.

Clearly, Γ̃ is determined by its initial conditions (Γ̃(t0), Γ̃
′(t0)), and any two de-

velopments differ by the orientation preserving isometry of H2 that maps the initial
conditions of one to the other.

Theorem 5. Let Γ : [t0, t1] → R2 be a unit speed smoothly parametrized curve in R2

and b : [t0, t1] → SL2(R) the flow of the associated equation (7).

(a) Let Γ̃ : [t0, t1] → H2 be a hyperbolic development of Γ and h : [t0, t1] → SL2(R)
the associated (lifted) curve of orientation preserving hyperbolic isometries, such

that h(t) maps (Γ̃(t0), Γ̃
′(t0)) 7→ (Γ̃(t), Γ̃′(t)), t ∈ [t0, t1], and h(t0) = Id. Then

h(t) coincides with b(t)−1, up to an overall conjugation by an element of SL2(R).
(b) More precisely, in the upper half-plane model of H2, Γ̃(t) := b(t)−1 · i is such that

Γ̃(t0) = i, Γ̃′(t0) = iΓ′(t0), and κΓ̃ = −κΓ. That is, Γ̃ is a development of Γ with
the orientation of H2 opposite to the one induced from its inclusion in R2.

Proof. It is enough to prove (b). If Γ(t) = (X(t), Y (t)), then its geodesic curvature is

κΓ = X ′Y ′′ − Y ′X ′′.

Let

h(t) := b(t)−1 =

(
a(t) b(t)
c(t) d(t)

)
∈ SL2(R),

where b(t) is the solution of (7). It satisfies

h′ = −hA(t), h(t0) = Id. (8)

Proving (b) then amounts to verifying that

Γ̃(t) := h(t) · i = a(t)i+ b(t)

c(t)i+ d(t)
. (9)

satisfies
|Γ̃′|H2 = 1, Γ̃′(t0) = iΓ′(t0), κΓ̃ = −κΓ. (10)

These can be verified by a straightforward calculation (we used Mathematica). Here
are some details.

Let Γ̃(t) = (x(t), y(t)) ∈ H2 and recall that Γ(t) = (X(t), Y (t)). Using ad− bc = 1
and equations (8)-(9), one finds successively

y =
1

c2 + d2
, x′ + iy′ =

iΓ′

(ci+ d)2
, x′′ + iy′′ =

i(c+ id)Γ′2

(c− id)3
− iΓ′′2

(c− id)2
.

The first two formulas of (10) follow. A formula for the geodesic curvature in H2 with
respect to the standard orientation [D, Prop 3, p 252], then gives

κΓ̃ =
x′y′′ − y′x′′

y2
+

x′

y
= X ′′Y ′ −X ′Y ′′ = −κΓ. (11)

We now give a second proof of (10), it will be useful later, during the proof of
Theorem 6.
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Lemma 3.3. The SL2(R)-action on the upper half-plane by Möbius transformations
assigns to every

A =

(
a b
c −a

)
∈ sl2(R)

the Killing vector field

vA := f∂z + f̄∂z̄, where f = b+ 2az − cz2.

For the A appearing in equation (7) one has

f =
1

2
(1− z2)Y ′ − zX ′.

This is proved by a simple verification (omitted).

Next, to find the speed and geodesic curvature of Γ̃(t) = h(t) · i at some t = t∗,

we translate Γ̃ by h(t∗)
−1 and study instead the curve γ(ϵ) := h(t∗)

−1h(t∗ + ϵ) · i at
ϵ = 0. Using equation (8) and the above lemma, one finds

γ′(0) = −vA(i) = Y ′(t∗)∂x +X ′(t∗)∂y. (12)

This has norm 1, which proves the first formula of (10). Taking t∗ = t0 proves also
the second one. To find κγ(0), we calculate mod ϵ3, using equation (8),

h(t∗)
−1h(t∗ + ϵ) = h−1

(
h+ ϵh′ +

ϵ2

2
h′′

)
= I − ϵA+

ϵ2

2

(
A2 −A′) ,

where we omit evaluation at t∗ throughout. Now A2 = (X ′2 + Y ′2)I/4 = I/4, so

γ(ϵ) = h(t∗)
−1h(t∗ + ϵ) · i =

[
I − ϵA+

ϵ2

2

(
I

4
−A′

)]
· i

= i+ ϵ (Y ′ + iX ′) +
1

2
ϵ2

[
2X ′Y ′ + Y ′′ + i(X ′2 − Y ′2 +X ′′)

]
.

Thus

γ′(0) = (x′, y′) = (Y ′, X ′), γ′′(0) = (x′′, y′′) = (2X ′Y ′ + Y ′′, X ′2 − Y ′2 +X ′′).

Using the geodesic curvature formula (11) with y = 1, one finds from the above

κγ(0) = x′y′′ − y′x′′ + x′ = Y ′X ′′ −X ′Y ′′ = −κΓ,

as needed. This proves Theorem 5.
A less direct proof, using “hyperbolic rolling,” is given in [BLPT, §2.10].
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3.3 Piecewise smooth curves

Let Γ : [t0, t2] → R2 be a continuous and piecewise smooth unit speed immersion, with
a single “corner” at some t1 ∈ (t0, t2), so that Γ = Γ1 ∗ Γ2 (concatenation), where
Γ1 = Γ

∣∣
[t0,t1] and Γ2 = Γ

∣∣
[t1,t2] are smooth, with

Γ2(t1) = Γ1(t1) and Γ′
2(t1) = ρΓ′

1(t1), for some ρ ∈ SO2. (13)

A hyperbolic development of such a Γ is a continuous and piecewise smooth unit
speed Γ̃ : [t0, t2] → H2 with the same data: Γ̃ = Γ̃1 ∗ Γ̃2, where Γ̃1 = Γ̃

∣∣
[t0,t1] and

Γ̃2 = Γ̃
∣∣
[t1,t2] are smooth developments of Γ1,Γ2 (respectively), with

Γ̃2(t1) = Γ̃1(t1) and Γ̃′
2(t1) = ρΓ̃′

1(t1).

See Fig. 5.

Γ1

Γ2 ρ
Γ̃1

Γ̃2

ρ

R2 H2

Fig. 5. Hyperbolic development with a corner.

Define the bicycle transport of Γ as the composition of the bicycle transports of
Γ1,Γ2. Namely, let

b1 : [t0, t1] → SL2(R), b2 : [t1, t2] → SL2(R)

be the bicycle transports of Γ1, Γ2 (respectively), each satisfying an equation similar
to (7),

b′1 = A(t)b1, b1(t0) = Id, b′2 = A(t)b2, b2(t1) = Id,

with A(t) piecewise continuous, defined in [t0, t1] by Γ1 and in [t1, t2] by Γ2. Then let

b(t) :=

 b1(t) if t ∈ [t0, t1],

b2(t)b1(t1) if t ∈ [t1, t2].
(14)

These definitions extend in an obvious manner for an arbitrary piecewise smooth
Γ with a finite number of corners.

Theorem 6. Theorem 5 holds verbatim in the piecewise smooth case.

Proof. We treat the case of Γ : [t0, t2] → R2, with a single corner at Γ(t1) for some
t1 ∈ (t0, t2), satisfying equation (13) for some ρ ∈ SO2. The general case is similar and
is omitted.
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We thus need to show that

Γ̃(t) := b(t)−1 · i, t ∈ [t0, t2],

is the hyperbolic development of Γ with initial conditions Γ̃(t0) = i, Γ̃′(t0) = iΓ′(t0),

and where b(t) is defined via equation (14). One has Γ̃ = Γ̃1 ∗ Γ̃2, with Γ̃1 = Γ̃
∣∣
[t0,t1]

and Γ̃2 = Γ̃
∣∣
[t1,t2] . That is,

Γ̃1(t) = b1(t)
−1 · i, t ∈ [t0, t1],

Γ̃2(t) = b1(t1)
−1b2(t)

−1 · i, t ∈ [t1, t2].

Clearly, by Theorem 5, these are developments of Γ1,Γ2 (respectively). (Note that Γ̃2

is the image under the hyperbolic isometry b1(t1)
−1 of the development b2(t)

−1 · i of
Γ2, hence is also a development of Γ2). It remains to show that Γ̃′

2(t1) = ρΓ̃′
1(t1). Let

us translate the common point Γ̃1(t1) = Γ̃2(t1) to i by b1(t1), defining

γ1(ϵ) := b1(t1)Γ̃1(t1 + ϵ) = b1(t1)b1(t1 + ϵ)−1 · i, where ϵ ≤ 0,

γ2(ϵ) := b1(t1)Γ̃2(t1 + ϵ) = b2(t1 + ϵ)−1 · i, where ϵ ≥ 0.

Let Ai := A(Γ′
i(t1)), i = 1, 2. Then γ′

i(0) = −vAi(i) = iΓ′
i(t1) (see equation (12)).

So γ′
2(0) = ρ̄γ′

1(0). It follows that Γ̃′
2(t1) = ρ̄Γ̃′

1(t1) (remember that b(t)−1 · i is a
development of Γ with respect to the opposite of the standard orientation).

4 Proof of Theorem 2

Denote by H2 the hyperbolic plane and by κ the geodesic curvature of an immersed
curve.

Lemma 4.1. An immersed curve β : R → H2 with |κ| ≤ 1 is embedded.

This lemma appeared without proof in [B, Lemma 1]. The author has kindly sent
us a sketch of the following proof, he heard in a class of W. Thurston.

β
γ

p1

p2

Proof. For each t there are exactly two horocycles in H2 tangent
to β′(t) (curves with κ ≡ 1). Since |κ(t)| ≤ 1, the curve β will
never go inside either of the horocycles. Observe that the exterior
of this pair of horocycles (the shaded region in the figure) consists
of two connected components: one that contains “the future” of β
and the other one its past.

The geodesic γ perpendicular to β at β(t) hits ∂H2 at the base points of these
tangent horocycles. Again, γ divides H2 in two disjoint parts, one that contains the
future of β and the other one its past. As t increases, these perpendiculars γ will
always be disjoint, since their feet at “infinity”, p1 and p2, are moving in opposite
directions along ∂H2 (or one stands still and the other moves, when κ = 1, see below).
In particular, β cannot double back and self-intersect, i.e., it is an embedding.
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β
γ

p2p1

As for the claim about the motion of p1 and p2, we
first note that this motion depends on the second-order
jet of β, and that at each point of β one can find an oscu-
lating curve (i.e., with second-order contact with β) with
constant curvature. In the upper half plane model of H2,
a curve with constant curvature |κ| ≤ 1 is congruent to a
line segment. If |κ| < 1 then the segment is non-horizontal, p1, p2 ∈ R are the feet of
a semicircle, and are easily seen to move in opposite directions.

β

γ

p1

If |κ| = 1 then the line segment is horizontal (a horocycle), γ
is a vertical geodesic, with one foot on the x-axis, and the other
at ∞. As the point on the horizontal segment moves, γ is trans-
lated horizontally to a family of parallel (non-intersecting) vertical
geodesics (these geodesics share a point at infinity).

We now proceed to the proof of Theorem 2. Assume Γ : R → R2 is a unit speed
immersion, L-periodic, where L is the length of Γ, with bicycle monodromy b(Γ). Let

Γ̃ : R → H2 be a hyperbolic development of Γ, parametrized by arc length and with
the same geodesic curvature function as Γ. Thus |κΓ̃| ≤ 1, but |κΓ̃| ̸≡ 1. By Theorem

5, Γ̃(t+ L) = h(Γ̃(t)) for all t ∈ R and some h ∈ Isom+(H2) ∼= PSL2(R), conjugate to
b(Γ)−1.

From Lemma 4.1 we know that Γ̃ is an embedding. Let us see that h cannot be an
elliptic isometry. First, h cannot have finite order, else h-invariance of Γ̃ implies that
Γ̃ is closed. Similarly, if h is conjugate to an irrational rotation then Γ̃ would be dense
in some annulus and self-intersect. See Fig. 6.

Thus h is either parabolic or hyperbolic. In either case, for each p ∈ H2, h±∞(p) :=
limn→±∞ hn(p) ∈ ∂H2 = S1 exists, and h is hyperbolic if and only if these two limits

are distinct for some (and therefore all) p ∈ H2. Take p = Γ̃(0). The geodesic

perpendicular to Γ̃ at p divides ∂H2 in two disjoint open arcs. Since Γ̃ doesn’t have
curvature ≡ 1, it is not a horocycle, and therefore h∞(p) = limt→∞ Γ(t) does not
coincide with either of the base points of the geodesic. Thus h∞(p) belongs to the
future arc. Similarly, h−∞(p) belongs to the past arc. Thus h∞(p) ̸= h−∞(p) and h
is hyperbolic.

Remark 4.2. Let us compare Theorem 2 with the version of Menzin Conjecture
proved in [LT]. Both theorems provide sufficient conditions for a front track Γ to
have hyperbolic monodromy, but under different assumptions. The assumptions of
the former are local (small pointwise curvature), while the assumptions of the latter
are global (convexity and large area). These two types of conditions are independent,
although for simple curves, the local condition |κ| ≤ 1 of Theorem 2 implies the area
condition A > π. One way of showing this is by proving that at least one of the
osculating circles of a simple Γ is contained in its interior. Surprisingly, proving this
is not so easy. See Theorem 2 of [PZ] or Corollary 3.6 of [W].

Corollary 4.3. Let Γ ⊂ R2 be a closed immersed curve. Then for sufficiently large
c > 0 (or sufficiently small bicycle length) the bicycle monodromy of cΓ is hyperbolic.

Proof. Since κcΓ = 1
cκΓ, the result follows from the theorem.
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Fig. 6. A non-closed curve invariant under an elliptic isometry of infinite order (rotation
by an irrational angle) fills up densely an annulus and must self intersect.

5 Proof of Theorem 3

Let R → Γ be a unit speed parametrization of a smooth closed convex curve of length
L in the Euclidean plane with hyperbolic bicycling monodromy b(Γ). Let Γ̃ : R → H2

be a hyperbolic development of Γ (see Definition 3.2). By Theorem 4, Γ̃ is invariant
under a hyperbolic isometry h of H2, conjugate to b(Γ)−1. That is

Γ̃(t+ L) = h(Γ̃(t)) for all t ∈ R.

The action of h on H2 leaves invariant a foliation by curves of constant curvature. In
the upper half-plane model of H2, we can assume that h is a dilation, z 7→ λz, λ > 1,
and that the h-invariant foliation consists of the rays emanating from the origin. We
claim that Γ̃ is inscribed between two of these rays: this is clear for the compact portion
Γ̃([0, L]), and by h-invariance, for the whole Γ̃. The contact points of Γ̃ with these two
rays are clearly tangency points. By shifting if necessary the arclength parameter t,
we can assume that Γ̃ is tangent to the right ray at Γ̃(nL), n ∈ Z. See Fig. 7.

x

Γ̃(0)

y
Γ̃

Γ̃(L)

Γ̃(−L)

Fig. 7. The hyperbolic development of a convex curve in R2 with a hyperbolic bicycle
monodromy.

The proof of the following proposition is postponed to the next subsection.
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Proposition 5.1. Fix n ∈ N, let γ = Γ̃
∣∣
[−nL,nL] , and let g be the geodesic segment

connecting the end points of γ. Then γ is simple (no self intersections), lies on one

side of g, and intersects g only at its end points, Γ̃(−nL) and Γ̃(nL).

We now show how to use this proposition to prove Theorem 3. The proof, following
Bridgeman[B], uses the Gauss-Bonnet Theorem and the isoperimetric inequality in H2.

γ̄

γ

g

θ2 θ1
Γ̃(−nL)Γ̃(nL)

Fig. 8. Bridgeman’s picture.

By Proposition 5.1 and the Jordan Theorem, γ ∪ g is the boundary of a compact
connected domain in H2, homeomorphic to a disk, lying on one side of g. Reflect γ
about g to get a curve γ̄, which together with γ determines a simple closed curve,
enclosing a (topological) disk D. Denote the internal angles at Γ̃(−nL), Γ̃(nL) by
θ1, θ2, respectively. See Fig. 8.

Applying the Gauss-Bonnet Theorem to D, one gets

2

∫ nL

−nL

κ = A(D) + θ1 + θ2, (15)

where A(D) is the area of D.
Let Ap be the area of a disk in H2 with perimeter p. Then

Ap = p

√
1 +

(
2π

p

)2

− 2π.

This follows from the usual formulas for the area and perimeter of a disk of radius r
in H2:

p = 2π sinh r

A = 2π(cosh r − 1).

Now, the perimeter of D is 4nL, hence by the isoperimetric inequality,

A(D) ≤ A4nL = 4nL

√
1 +

( π

2nL

)2

− 2π < 4nL+
π2

2nL
− 2π,

where we used the inequality
√
1 + x < 1 + x/2 for x > 0.
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The geodesic curvature of Γ̃ (same as that of Γ) is an L-periodic function, hence
combining the last inequality with equation (15), one gets

2π =

∫ L

0

κ =
1

2n

∫ nL

−nL

κ =
1

4n
[A(D) + θ1 + θ2] < L+

1

4n

(
π2

2nL
+ θ1 + θ2 − 2π

)
,

where θ1, θ2 depend on n.

Lemma 5.2. limn→∞(θ1 + θ2) < 2π.

x

z0

λz0

z0/λ

α

αg
y

α∞

R+z0

Γ̃Proof. Let us go back to the upper
half-plane picture of the beginning of the
proof, as in Fig. 7, so that Γ̃(nL) = λnz0,

where z0 = Γ̃(0). Then g is the geodesic
semicircle passing through λnz0, z0/λ

n.
The interior angles this circle forms with
the ray R+z0 are α = θ1/2 = θ2/2. As
n → ∞ the semi-circle g tends to the
positive y-axis and α tends to the angle α∞ between R+z0 and the positive y-axis.
Since α∞ < π/2, one has lim(θ1 + θ2) < 2π.

By Lemma 5.2, for n large enough, θ1 + θ2 − 2π < δ0 for some δ0 < 0, hence for n
large enough,

π2

2nL
+ θ1 + θ2 − 2π < 0,

which implies 2π < L. This completes the proof of Theorem 3.

5.1 Proof of Proposition 5.1

The proof is divided into three steps:

1. Show that Γ̃
∣∣
[0,L) is injective. We do not need for this step to assume that b(Γ) is

hyperbolic. The main tool is a smooth version of a result in comparison geometry
called the Arm Lemma. This is the most technical part of our proof of Theorem
3.

2. Use the hyperbolicity assumption on b(Γ) to show that Γ̃ is injective.

3. Show that γ lies on one side of g.

Step 1. Γ̃
∣∣
[0,L) : [0, L) → H2 is injective.

The proof is based on the following result, a special case of the so-called “Arm Lemma”
[AKP, §9.63].

Lemma 5.3. Let P ⊂ R2 be an oriented convex closed polygon with vertices q0, . . . , qn,
edge lengths d0, . . . , dn and external angles αi ∈ (0, π) at qi, i = 1, . . . , n − 1. Let
P̃ ⊂ H2 be a hyperbolic development of P , except for the last edge; that is,

d0 = d̃0, . . . , dn−1 = d̃n−1, α2 = α̃2, . . . , αn−1 = α̃n−1.

See Fig. 9. Let d̃n be the distance between q̃0 and q̃n. Then dn < d̃n.
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q0 q1

qn

qn-1

q̃0
q̃1

q̃n
q̃n-1

α1
α̃1

P̃
P

dn

d̃n

d0 d̃0

αn-1

dn-1

d̃n-1

α̃n-1

d1
d̃1

Fig. 9. The Arm Lemma.

In the next subsection we shall use Lemma 5.3 to prove the following.

Lemma 5.4 (“Smooth Arm Lemma”). Let Γ : [a, b] → R2 be a unit-speed parametriza-

tion of a simple convex smooth curve and Γ̃ : [a, b] → H2 a hyperbolic development of
Γ. That is, Γ([a, b]) together with the chord connecting its endpoints forms a simple
closed curve, the boundary of a convex set with non-empty interior, and

|Γ′(t)| = |Γ̃′(t)|H2 = 1, κΓ̃(t) = κΓ(t) ≥ 0 for all t ∈ [a, b].

Let d, d̃ be the distance between the end points of Γ, Γ̃, respectively. Then d ≤ d̃.

Although Lemma 5.4 seems a straightforward “continuous limit” of Lemma 5.3,
we failed to come up with a simple proof nor find one in the literature. Instead, we
offer a rather indirect “bicycle proof”, using Theorem 6. See Subsection 5.2 below.

Step 1 follows from the smooth Arm Lemma: applying it to Γ restricted to every
subinterval [a, b] ⊂ [0, L), we conclude that Γ̃(a) ̸= Γ̃(b), hence Γ̃

∣∣
[0,L) is injective.

Step 2. Γ̃ : R → H2 is injective.

We switch from the upper half-plane model of H2 in Fig. 7 to the Klein model,
the unit disk in R2, whose geodesics are chords of this disk, so geodesic convexity
is the usual (euclidean) convexity. Let h ∈ PSL2(R) be the isometry of H2 such

that Γ̃(t + L) = h(Γ̃(t)), for all t ∈ R. It is conjugate to the inverse of the bicycle
monodromy b(Γ), so it is a hyperbolic isometry, with two fixed points on S1 = ∂H2

(in the upper half-plane model we took it to be the dilation z 7→ λz, where the 2 fixed

points are 0,∞). We can assume, by passing if needed to a congruent Γ̃, that the two
fixed points of h on ∂H2 are (±1, 0), so the h-invariant foliation of H2 is the family of
ellipses tangent at (±1, 0), x2 + y2/b2 = 1, b ∈ (0, 1). See Fig. 10a.

As before, Γ̃ is inscribed between two of these h-invariant ellipses (the shaded

region in Fig. 10a), and the points Γ̃(nL), n ∈ Z, are tangency points of Γ̃ with the

outer ellipse. Denote by η the arc of the outer ellipse between Γ̃(0) and Γ̃(L). See
Fig. 10b.

Lemma 5.5. Γ̃([0, L]) is contained in the convex hull of η (the darkened region in
Fig. 10b).
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Γ̃(0)

(b)

η

(a)

Γ̃(L)

Fig. 10. The Klein model of H2: (a) The h-invariant foliation of H2, with 2 h-fixed

points on the boundary. Γ̃ is inscribed between two leaves of the h-invariant foliation,
in the shaded area. (b) Lemma 5.5 states that Γ̃([0, L]) is contained in the shaded area.

Proof. The statement is clearly invariant under affine transformations, hence we can
assume, by applying an affine map (a vertical stretching followed by a rotation), that
the outer ellipse is a circle, the boundary of the closed unit disk centered at the origin,
see Fig. 11a. This disk contains Γ̃([0, L]), η is an arc of its boundary, whose endpoints,

Γ̃(0) and Γ̃(L), are tangency points of Γ̃ with η, and have the same y-coordinate. Thus,

if Γ̃(t) = (x(t), y(t)), then y(0) = y(L), x(0) = −x(L) > 0, Γ̃(0) · Γ̃′(0) = Γ̃(L) · Γ̃′(L) =
0, y′(0) > 0, y′(L) < 0, and we want to show that y(t) ≥ y(0) for all t ∈ (0, L). See
Fig. 11a.

Γ̃

Γ̃(0)Γ̃(L) Γ̃(0)Γ̃(L)

Γ̃

(a) (b)

η

η

S

Γ̃(t∗)

Ω

Fig. 11. Lemma 5.5.

Assume, by contradiction, that y∗ := min{y(t)
∣∣ t ∈ [0, L]} < y(0) and let t∗ ∈

(0, L) such that y∗ = y(t∗). Clearly, y
′(t∗) = 0, and since κ ≥ 0, x′(t∗) > 0. Let Ω be

the domain inside the unit disk bounded by the simple curve consisting of Γ̃([0, t∗]),
followed by the vertical segment to the point of the unit circle below it, S, followed
by the counterclockwise circular arc going along the boundary of the unit disk back
to Γ̃(0). See Fig. 11b. Now since x′(t∗) > 0, then Γ̃(t∗ + ϵ), for small enough ϵ > 0,

lies inside Ω, while Γ̃(L) is outside it. It follows that Γ̃(t) must intersect ∂Ω for some

t ∈ (t∗, L). Let t∗∗ ∈ (t∗, L) be the maximal such t, so Γ̃(t∗∗) ∈ ∂Ω but Γ̃(t) ̸∈ ∂Ω for

all t ∈ (t∗∗, L]. Now Γ̃(t∗∗) clearly cannot belong to the closed vertical segment from

Γ̃(t∗) to S, nor to the circular arc from S to Γ̃(0). So it must belong to Γ̃([0, t∗]),
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contradicting the injectivity of Γ̃
∣∣
[0,L) from Step 1.

Γ̃(nL)
Γ̃(−nL)

g

Completing Step 2. Lemma 5.5 shows that Γ̃
is injective since it follows, by h-invariance,
that each curve segment Γ̃([nL, (n + 1)L]),
n ∈ Z, lies in the convex hull of the elliptic arc
hn(η), and these regions are disjoint (except

for meeting at their endpoints Γ̃(nL)). This
completes Step 2.

Step 3. γ lies on one side of g.

This step also follows immediately from Lemma 5.5. The curve segment γ :=
Γ̃
∣∣
[−nL,nL] lies between two curves: the arc of the h-invariant ellipse between the end

points of γ, and the polygonal path with 2n+ 1 vertices Γ̃(k), |k| ≤ n. Since both of
these curves lie on the same side of the line segment g joining the endpoints of γ, the
same holds for γ. .

5.2 Proof of Lemma 5.4 (the smooth Arm Lemma)

We start with the following general setup. Let α be a k × k matrix-valued smooth
1-form in R2, i.e., α = fdx+gdy, where f, g : R2 → Matk×k(R) are smooth functions.
For each continuous and piecewise-C1 curve Γ : [0, 1] → R2, one considers the ODE

y′ = A(t)y, where A(t) := α(Γ′(t)) ∈ Matk×k(R). (16)

Note that since Γ is assumed piecewise-C1, A(t) is only piecewise continuous. A
solution to such an ODE is a continuous and piecewise-C1 function y : [0, 1] → Rk,
satisfying the ODE on each subinterval [a, b] ⊂ [0, 1] where γ is C1, and thus A is
continuous. The usual existence and uniqueness results for ODEs extend also to such
a linear system with piecewise continuous coefficients; see, for example, exercise 1.2 of
[Ha, p. 46].

Define T (Γ) ∈ GLk(R) as the map that assigns to y(0) the value y(1) of the unique
solution y(t) to equation (16) with this initial condition. Note that T (Γ) is invariant
under orientation preserving reparametrizations of Γ.

We can think of dy−αy as the covariant derivative of a section of the trivial vector
bundle of rank k on R2 with respect to a linear connection given by α, then T (Γ) is
the parallel transport of this connection along Γ.

Proposition 5.6. Let Γ : [0, 1] → R2 be a constant-speed smooth immersion and
Γn ⊂ R2, n = 1, 2, 3, . . . , the polygonal path with n + 1 vertices q0, . . . , qn, where
qk = Γ(tk), tk = k/n, k = 0, 1, . . . , n. Then T (Γn) → T (Γ).

Proof. This follows from the next lemmas.

Lemma 5.7. Let Γ : [a, b] → R2 be a unit-speed smooth immersion, with d = |Γ(b)−
Γ(a)| > 0 and Γ(b) = Γ(a) + deiθ∗ for some θ∗ ∈ R. Let Γ′(t) = eiθ(t) for a smooth
function θ : [a, b] → R, whose variation is bounded by some ϵ < π/2. That is, |θ(t1)−
θ(t2)| ≤ ϵ for all t1, t2 ∈ [a, b]. Then
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(1) There is t∗ ∈ [a, b] such that θ(t∗) = θ∗ (mod 2π);

(2) L cos ϵ ≤ d ≤ L, where L := b− a is the length of Γ.

γ

Γ(t∗)

x

X(b)X(a) d

Proof. Let Γ(t) = (X(t), Y (t)) and suppose without loss
of generality that Y (a) = Y (b) = 0 and X(b) > X(a), so
d = X(b)−X(a) and θ∗ = 0. Then

d = X(b)−X(a) =

∫ b

a

X ′(t)dt =

∫ b

a

cos θ(t) dt > 0.

Let t∗ ∈ [a, b] be such that |Y (t∗)| = max{|Y (t)| | t ∈ [a, b]}. Then θ(t∗) = 0 or
θ(t∗) = π (after shifting θ(t) by some integer multiple of 2π). The second option is
excluded because otherwise ϵ < π/2 would imply π/2 < θ(t) < 3π/2 for all t ∈ [a, b],
thus cos θ(t) < 0, hence X(b) < X(a). Thus θ(t∗) = 0, which is statement (1). This
implies |θ(t)| < ϵ for all t ∈ [a, b], and since ϵ < π/2 we have cos θ(t) > cos ϵ for all
t ∈ [a, b]. Using this in the above integral expression for d, one gets d ≥ L cos ϵ. The
other inequality, d ≤ L, is obvious.

Lemma 5.8. Under the same assumptions of Proposition 5.6, assume also that Γn :
[0, 1] → R2, Γn(tk) = qk, and that restricted to each Ik := [tk−1, tk], Γn is a constant
speed parametrization of the line segment connecting qk−1 to qk, k = 1, . . . , n. Then
Γ′
n → Γ′ uniformly.

ϵ

L

LϵL cos
ϵ

Proof. Let L be the length of Γ so that |Γ′| = L. If ϵ > 0 then
for large enough n the angle variation of Γ′ in each Ik is < ϵ.
Let qk − qk−1 = dke

iθk . By statement (1) of Lemma 5.7, there is
t∗k ∈ Ik such that θk = θ(t∗k), hence |θ(t)−θk| ≤ ϵ for all t ∈ Ik. By
statement (2) of the same Lemma, (L/n) cos ϵ ≤ dk ≤ L/n. Now
one has |Γ′

n(t)| = dkn for all t ∈ Ik, hence L cos ϵ ≤ |Γ′
n(t)| ≤ L.

It follows that restricted to Ik both Γ′,Γ′
n lie inside the anular

region bounded by the concentric circles of radii L and L cos ϵ
and the angle |θ − θk| ≤ ϵ (the shaded region in the figure). This region has diameter
≤ Lϵ+ L(1− cos ϵ) ≤ 2Lϵ, thus |Γ′(t)− Γ′

n(t)| ≤ 2Lϵ for all t ∈ [0, 1], as needed.

Lemma 5.9. Let y0 ∈ Rk, A : [0, 1] → Matk×k(R) piecewise continuous and y(t)
the solution of y′ = A(t)y, y(0) = y0. Then y(1) depends continuously on A. That
is, if An : [0, 1] → Matk×k(R) are piecewise continuous, yn(t) is the solution of
y′
n = An(t)yn, yn(0) = y0, and An → A uniformly, then yn(1) → y(1).

Proof. Integrating y′ = Ay, y′
n = Anyn over [0, t], we obtain

y(t) = y0 +

∫ t

0

Ay, yn(t) = y0 +

∫ t

0

Anyn, ∀t ∈ [0, 1],

thus

zn(t) := yn(t)− y(t) =

∫ t

0

(An −A)yn +

∫ t

0

Azn,
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so

|zn(t)| ≤
∫ t

0

|An −A||yn|+
∫ t

0

|A||zn|. (17)

We next recall Gronwall’s inequality: let u, v : [0, 1] → R be non-negative functions,
with v continuous and u piecewise continuous, such that for some C ≥ 0

v(t) ≤ C +

∫ t

0

uv for all t ∈ [0, 1].

Then

v(t) ≤ C exp

∫ t

0

u for all t ∈ [0, 1].

See, e.g., [Ha, p. 24]. (Note that in this reference u and v are both assumed to be
continuous, but the proof applies unchanged to piecewise continuous u as well.)

Now from yn(t) = y0 +
∫ t

0
Anyn one has |yn(t)| ≤ |y0|+

∫ t

0
|An||yn|, so by Gron-

wall’s inequality, |yn(t)| ≤ |y0| exp
∫ t

0
|An|. Since An is uniformly convergent it is

uniformly bounded, so the yn are also uniformly bounded. Hence the first summand
in (17) tends to 0 as n → ∞. It follows that if ϵ > 0 then for large enough n the

first summand is ≤ ϵ, hence |zn(t)| ≤ ϵ +
∫ t

0
|A||zn|. Again by Gronwall’s inequality,

|zn(1)| ≤ ϵ exp
∫ 1

0
|A|. Thus zn(1) → 0, as needed.

The proof of the next lemma can be safely left to the reader.

Lemma 5.10. Let Tn, T ∈ GLk(R) such that Tn(y) → T (y) for every y ∈ Rk. Then
Tn → T.

We can now complete the proof of Proposition 5.6. By Lemma 5.8, Γ′
n → Γ′

(all convergence is uniform in [0, 1]). Since α(Γ′) depends on Γ′ continuously (even
linearly), α(Γ′

n) → α(Γ′). By Lemmas 5.9 and 5.10, T (Γn) → T (Γ).

Proof of the Smooth Arm Lemma 5.4. We apply Proposition 5.6 to

α := −1

2

(
dX dY
dY −dX

)
,

so that T (Γ) = b(Γ). It follows that given a smooth convex Γ, there exists by Proposi-
tion 5.6 a sequence of convex polygonal approximations Γn, with the same endpoints
as Γ, such that b(Γn) → b(Γ). Let hn := b(Γn)

−1, h := b(Γ)−1. By Theorem 5, part

(b), there are hyperbolic developments Γ̃, Γ̃n of Γ,Γn (respectively), starting at i ∈ H2

(using the upper half-plane model of H2), such that h · i and hn · i are the other end-

point of Γ̃, Γ̃n (respectively). Thus the distance between the endpoints of these curves
are d̃n = dist(hn · i, i), d̃ = dist(h · i, i). By the (discrete) Arm Lemma, Lemma 5.3,
d̃n > d for all n. By Proposition 5.6, hn → h, hence d̃ = lim d̃n ≥ d.

6 Towards another proof of Theorem 3

In this section the bicycle length ℓ > 0 is arbitrary.
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6.1 Contact geometric viewpoint

Recall some basic definitions of contact geometry. A contact element at a point x ∈ M
of a smooth manifold is a hyperplane in the tangent space TxM . A co-orientation of
a contact element is a choice of one (positive) side of this hyperplane. The space of
contact elements is the projectivization of the cotangent bundle PT ∗M , and the space
of cooriented contact elements is its spherization ST ∗M . The space of contact elements
carries a contact structure, a completely non-integrable distribution of codimension 1.
It is given by the constraint that the velocity of the base point of a contact element
lies in the contact hyperplane.

We are concerned with the case when M = R2. In this case, a co-oriented contact
element is a point of the plane and a co-oriented line through it. The co-orientation
is given by a normal vector. The orientation of the plane and a co-orientation of a
line define its orientation: we assume that the co-orienting vector and the vector that
orients the line, in that order, form a positive frame. The contact structure is defined
by the same condition: the velocity of the point is aligned with the lines through it.

We can think of the bicycle as a cooriented contact element whose foot point is the
rear end of the bicycle segment and whose line contains this segment. The orientation
of the bicycle segment defines a co-orientation of the contact element as described
above.

More concretely, if the coordinates of the rear end of the segment are (x, y) and its
direction is θ, then a contact structure is given by the kernel of the differential 1-form

λ = cos θ dy − sin θ dx. (18)

This defines the nonholonomic no skid constraint.

Γ

γ

θ

(x, y)

(X,Y )

ℓ

Bicycle motion is then described as a smooth Legendrian
curve in the space of directed segments of length ℓ, that is,
a curve in ST ∗R2 that is everywhere tangent to the contact
distribution. There are two projections to the plane, to the
rear and to the front end of the segment. They are given by
the formulas

π1 : (x, y, θ) 7→ (x, y)

and
π2 : (x, y, θ) 7→ (X,Y ) = (x− ℓ cos θ, y − ℓ sin θ).

The fibers of π1 are Legendrian, and the fibers of π2 are transverse to the contact
distribution. It follows that the second projection of a smooth Legendrian curve, the
front bicycle track, is smooth; whereas the first projection, the rear bicycle track, may
have singularities.

Singularities happen when the Legendrian curve is tangent to the fibers of π1.
Generically, this is an isolated quadratic tangency, in which case the rear track γ has
a semi-cubical singularity (in bicycle terms, the rear wheel stops momentarily and the
front wheel moves in a direction perpendicular to the bicycle segment). Thus a generic
rear track is a wave front, that is, a curve that has a well defined tangent line at every
point, and whose only singularities (if any) are semi-cubical cusps.
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For a reference on Legendrian knots, see [Et], and on geometry and topology of
wave fronts, see [Ar].

6.2 Relations between the rear and front tracks

Let γ and Γ be oriented closed rear and front tracks, that is, the bicycle monodromy
of Γ is hyperbolic or parabolic. Denote by ρ(γ) and ρ(Γ) the rotation numbers of these
curves.

Let us define these numbers. The front track is a closed smoothly immersed ori-
ented curve Γ(t) in R2, and ρ(Γ) is the winding (or total turning) number of its velocity
vector Γ′(t). The back track γ is given by the motion of a unit vector r(t), the “bi-
cycle frame”, so that γ(t) = Γ(t) + ℓr(t). The rotation number ρ(γ) is, by definition,
that of r(t). The bicycle frame is co-oriented by ir(t) (the “right-pedal”). The pair
(ir(t), γ(t)) defines a Legendrian curve γ̃(t) in the space of co-oriented contact elements
ST ∗R2 = S1 × R2.

When γ is smooth, ρ(γ) is the winding number of γ′(t). If γ is a generic wave
front with cusps, the number of full turns of the directed bicycle segment may be a
half-integer, but if the front is co-oriented, this is still an integer. More generally, ρ(γ)
is defined also when γ is non-generic, for example, it might even reduce to a single
point.

The topological definition of ρ(γ) is as follows. As we explained earlier, one has an
oriented closed Legendrian curve in the space of co-oriented contact elements ST ∗R2 =
S1×R2, that is, a map of a circle to this space. The projection on the S1 factor provides
a map of an oriented circle to an oriented circle, and ρ(γ) is its degree.

The back track γ, at its smooth points, is both oriented and cooriented. It is
oriented by Γ and co-oriented by the bike frame via the “right-pedal-rule”. The generic
singularities of γ are semi-cubical cusps and the co-orientation is continuous across
them. The orientation is reversed when crossing such a cusp.

µ = −1µ = +1

The contact distribution on the space of co-oriented
contact elements of the plane is oriented by the contact
form λ of equation (18) (the restriction of dλ to the con-
tact distribution is an area form on it). In fact, it is paral-
lelized. The parallelization is given by the oriented fibers
of the projection π1. The tangent line to a closed smooth oriented Legendrian curve
makes a number of turns with respect to this parallelization. This is the Maslov index
µ of a Legendrian curve. It equals the algebraic number of times the curve is tangent
to the fibers of the projection π1. That is, the Maslov index µ(γ) is the algebraic
number of cusps, where a cusp is positive if it is traversed in the co-orienting direction
and negative otherwise. See Fig. 12 for two examples.

The relation between the rotation numbers of the rear and front tracks is given by
the next lemma from [LT].

Lemma 6.1.

ρ(Γ) = ρ(γ) +
1

2
µ(γ). (19)

For convenience of the reader we provide a proof.
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Fig. 12. Two back tracks with ρ = 0 and µ = 2.

Proof. Assume that γ is a generic wave front. We shall prove the result in this case;
the degenerate case follows by continuity.

The idea is to consider a 1-parameter family of front tracks with the same rear
track and variable length of the bicycle ℓ. The rotation number of the front track
remains the same in this family, so to establish the result it suffices to consider a very
short bicycle with ℓ ≪ 1.

Along a smooth arc of γ, the curve Γ is C1-close to γ, and the revolution of the
tangent lines is the same. At the cusps, Γ is a smoothing of γ, and its rotation number
gains or looses half a turn. There are four cases, depending on the orientation of the
front and the sign of the respective Maslov index, illustrated in Fig. 13. The result
follows.

(1, 1
2 , 1)

(0, 1
2 ,−1) (0,− 1

2 , 1)

(−1,− 1
2 , 1)

Fig. 13. Proof of Lemma 6.1. The three numbers in each case denote the changes
in ρ(Γ), ρ(γ), µ(γ) (respectively) due to traversing a cusp, verifying that these changes
satisfy formula (19) of Lemma 6.1.

Let L be the length of the front track Γ. One has

Proposition 6.2. L ≥ 2πℓ|ρ(γ)|, with equality if and only if Γ is a circle of radius ℓ,
perhaps traversed several times, and γ is its center.

Proof. Assume that Γ is parameterized by arc length, that is, Γ′ = (X ′, Y ′) is a unit
vector. The bicycle differential equation reads

ℓθ′ = X ′ sin θ − Y ′ cos θ.

The right hand side is the dot product of two unit vectors, hence ℓ|θ′| ≤ 1, with
equality if and only if Γ′ is orthogonal to the bicycle segment.

Since

2πρ(γ) =

∫ L

0

θ′(t) dt,
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one has

2πℓ|ρ(γ)| ≤
∫ L

0

ℓ|θ′(t)| dt ≤
∫ L

0

dt = L.

The second inequality is equality when ℓ|θ′| = 1 for all t, that is, the front track
is always perpendicular to the bicycle segment. This means that the rear wheel does
not move, Γ is a (multiple) circle of radius ℓ, and γ is its center. Then L = 2πℓ|ρ(γ)|.

Conversely, if Γ is a circle of radius ℓ, traversed n times, and γ is its center, then
L = 2πn.

Thus if a closed front track Γ has a hyperbolic or parabolic monodromy and the
rotation number of the respective rear track does not vanish, one has a lower bound
on the length of Γ, linear in the bicycle length ℓ.

Remark 6.3. We note that if the monodromy is hyperbolic, then the two respective
rear tracks have the same rotation numbers. Indeed, consider the initial positions of
the bicycle frame corresponding to the two fixed points of the monodromy. As these
two bicycle segments of length ℓ move around Γ, they never coincide, therefore they
make the same number of full turns.

However, if ρ(γ) = 0, one can make the length of Γ arbitrarily small for every ℓ.
For example, let γ be the rear track depicted in Fig. 14. The respective front track
Γ is regularly homotopic to an eight-shaped curve. By contraction in the vertical
direction, one can make the wave front γ as flat, that is, as C1-close to a doubly
traversed segment, as one wishes. Then Γ is also close to a doubly traversed segment
of the same length, translated a distance ℓ. Further scaling down γ, one can make L
as small as one wishes.

γΓ

Fig. 14. The simplest wave front, the “flying saucer” γ, and the associated front track
Γ (blue). Both ρ(γ) and µ(γ) vanish, hence also ρ(Γ), by equation (19).

6.3 Two conjectures

The following conjectures are based on computer experiments.

Conjecture 6.4. If Γ is a simple strictly convex curve with hyperbolic or parabolic
monodromy, then ρ(γ) = 1.

In view of Proposition 6.2, this conjecture implies Theorem 2. It also implies that
if the monodromy is parabolic, then L ≥ 2π with equality iff Γ is a circle of radius 1.

Fix a closed front track Γ and consider the dependance of the type of the mon-
odromy (hyperbolic, parabolic, elliptic) on the bicycle length ℓ. If ℓ ≪ 1, the mon-
odromy is hyperbolic: this is intuitively clear – the bicycle segment remains nearly
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tangent to Γ, see Corollary 4.3 for a proof. As ℓ increases, the type of the monodromy
may change; if Γ bounds a non-zero area, the monodromy eventually becomes elliptic,
as the theory of the hatchet planimeter shows, see [F, FLT].

Conjecture 6.5. If Γ is a simple strictly convex curve, then there exists a number ℓ0
such that if ℓ < ℓ0 then the monodromy is hyperbolic, and if ℓ > ℓ0 it is elliptic.

Conjecture 6.5 implies Conjecture 6.4. Indeed, for ℓ ≪ 1, the rear track is also a
simple strictly convex curve, and hence ρ(γ) = 1. As ℓ increases, the rotation number
changes continuously, hence ρ(γ) = 1 persists until ℓ reaches the break point ℓ0.

However, the dependence of the type of the monodromy on the bicycle length ℓ
may be more complicated for other front tracks.

For example, let γ be a back track with ρ(γ) = 0 and µ(γ) = 2 (two such examples
are shown in Fig. 12). Let Γ be the corresponding front track with ℓ = 1. By Lemma
6.1, ρ(Γ) = 1. For sufficiently small value of ℓ, the monodromy of Γ is hyperbolic
and the rotation number of a respective rear track γ is that of Γ, i.e., ρ(γ) = 1 (see
Corollary 4.3 and [BLPT, Prop. 3.15]). By construction, the monodromy of Γ with
ℓ = 1 is also hyperbolic (or parabolic), but ρ(γ) = 0. Since ρ(γ) varies continuously
with respect to ℓ in an interval with hyperbolic or parabolic monodromies, this implies
that the monodromy of Γ must become elliptic for some ℓ ∈ (0, 1).

We illustrate this with the second example of Fig. 12, where g,Γ are explicitly
parametrized by

γ(t) :=
(
2 cos t, sin(2t) sin2 t

)
, Γ(t) = γ(t) +

√
2

3− cos(6t)
(−1, sin(3t)) . (20)

The monodromy of Γ is then calculated numerically, and is found to be hyperbolic for
ℓ ∈ (0.9272, 1)∪(1,∞), elliptic in the interval ℓ ∈ (0.9272, 1), with parabolic endpoints
(the value ℓ = 1 is precisely parabolic, ℓ = 0.9272 is approximate). In the interval
ℓ ∈ (0, 0.9272] the rotation numbers of back tracks are ρ(γ) = 1 and the Maslov index
is µ(γ) = 0, and in the interval ℓ ∈ [1,∞) one has ρ(γ) = 0 and µ(γ) = 2, so that in
all cases equation (6.1) is satisfied. See Fig. 15.
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ℓ = 0.9272 (parabolic), ρ(γ) = 1, µ(γ) = 0ℓ = 0.4 (hyperbolic), ρ(γ) = 1, µ(γ) = 0.

ℓ = 1 (parabolic), ρ(γ) = 0, µ(γ) = 2. ℓ = 2 (hyperbolic),
ρ(γ) = 0, µ(γ) = 2.

Fig. 15. An example of a non-convex front track Γ (blue), given by equation (20), with
ρ(Γ) = 1, whose set of hyperbolic bike lengths ℓ consists of two disconnected intervals,
with a “gap” of elliptic bike lengths (0.9272, 1). The back tracks γ (red) with bike lengths
to the left of the gap have ρ(γ) = 1 and µ(γ) = 0 (the upper two cases), and to the right
of the gap have ρ(γ) = 0 and µ(γ) = 2 (the lower two cases). The back track for ℓ = 1
is given by formula (20), the other three were found by solving the bicycle equation (1)
numerically. Conjecture 6.5 states that this gap does not occur for strictly convex front
tracks Γ.
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